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Abstract—This paper deals with the fault classification of 

centrifugal pumps, based on the residuum between the output 

and the input of an Autoencoding Convolutional Neural 

Network previously trained for abnormal behaviour detection. 

The proposed classification method performs a dimensional 

reduction of the residuum vector using Principal Component 

Analysis, and then, based on the first 3 principal components, 

classifies the data, using a simple rule-based algorithm, in one 

of the classes: normal, clogged filter, broken fan blade, detached 

rotor section and other fault source. The classification method 

proved to be reliable in an industrial application, providing a 

90% correct identification of the machine condition. 

Keywords—fault classification, predictive diagnosis, machine 

learning, convolutional neural network, vibration analysis, 

principal component analysis 

 

I. INTRODUCTION  

The Fourth Industrial Revolution, a concept introduced 

by Klaus Schwab in 2016 [1], is the trend of 21st century 

industry towards the usage of advanced computing systems, 

such as big data, IoT, IIoT, cloud computing, cognitive 

computing, or artificial intelligence, in the manufacturing 

process. One of usages of such technologies is the predictive 

maintenance, the identification of machinery issues in real 

time, reducing the operational costs by (1) avoiding down-

time of the plant and (2) using planned maintenance at low- 

cost because the operators know beforehand when the 

machinery will fail. A large part of the equipment used in 

industry is represented by rotating machinery, and, in 

consequence, predictive maintenance of such equipment 

plays a vital role in the manufacturing costs, making the 

subject of fault detection and classification of rotating 

machinery an important one through companies and 

research groups. It must be noted that, because rotating 

machineries have a large diversity of usages and operating 

conditions, monitoring of such equipment does not rely on a 

universal method, but rather specific methods for the 

application should be implemented. In consequence, this 

paper deals with fault classification of centrifugal pumps, 

driven by asynchronous motors. The centrifugal pumps are 

monitored by accelerometers which provide vibration data. 

Such data is relevant to the status of the machinery and have 

been used previously for fault detection using Autoencoding 

Convolutional Neural Network [2]. 

The scientific literature treating this subject is very rich, 

presenting methods of various complexities. Many papers 

present only fault detection methods to detect abnormal 

behaviour of the machinery, without treating the fault 

classification. For example, in [3], the authors present a 

general view of change detection using vibration analysis, 

introducing a set of specialized functions for behavioural 

change detection and segmentation that are using classical 

analysis in both the time and frequency domain. Other 

methods used for fault detection include, but are not limited 

to, continuous wavelet transform [4], bispectral analysis [5], 

but also algorithms from the machine learning family, 

ranging from simple feedforward Neural Networks (NN) 

[6], [7] to more complex solutions involving Convolutional 

Neural Networks (CNN) [8], [9]. Recent approaches of 

abnormal behaviour or fault detection propose the usage of 

Autoencoding NN for diagnosis [10], [11], [2]. Such 

approaches require only a set of normal behaviour data for 

training, the NN being able to learn the signature of the 

normal functioning. When faced with abnormal data, the 

Autoencoding NN should be able to encode and internally 

represent the pump signature, removing the components 

added by the fault. This way, the abnormal functioning can 

be detected from the residuum between the output and the 

input data.  

Many other recent papers are presenting solutions for 

fault classification of rotating machinery using a various 

range of solutions, most of them based on vibration data. In 

one of the solutions that is not using vibration data, the 

authors propose using Electrical Signature Analysis and 

Support Vector Machine (SVM) to perform fault 

classification for centrifugal pumps [12] by using electrical 

signal data (current and voltage). Their results show that the 

implemented method is effective in detecting and 

classifying main types of pump faults: vane tip fault, crack 

fault, leakage and cavitation. In [13] the normalized output 

of Electrical Signature Analysis is converted into a 

grayscale image which is further fed to the input of a 

stacked capsule autoencoder network to classify the fault. 

Regarding the solutions that rely on vibration data, the 

literature shows an increasing interest in this direction, 

many complex algorithms being identified to be used for 

this purpose. In [14] a strategy to detect and classify faults 

in centrifugal pump by deriving Markov parameters 



containing the most significant spectral components from 

the covariant matrices of the time domain vibration data is 

proposed. The proposed method shows good accuracy in 

detecting cavitation, rotor and fixation faults. Most of the 

recent studies approach rotating machinery fault 

classification making use of machine learning techniques. A 

paper published in 2021 [15] presents a learning system that 

makes use of K-nearest neighbours classifier for classifying 

the condition of a pump based on vibration data features 

calculated both in time and frequency domain. Other 

researchers make use of CNN to solve this problem as these 

types of NN come with an advantage regarding the 

extraction of principal features of the data: CNN can choose 

and extract the most important features from the signal; 

therefore, the human expertise is not necessary anymore for 

this matter. [16] presents an improved CNN with an 

adaptable learning rate for fault diagnosis of pumps. Their 

strategy to use an adaptive learning rate comes with 

enhanced performance of the CNN, proving the 

effectiveness of the method for data coming from multiple 

sources: vibration data, pressure signal and even sound 

signal. Hasan et al. [17] propose a fault diagnosis 

framework which combines scalogram-based imaging (a 

time-frequency imaging technique) and Adaptive Deep 

CNN for fault classification of centrifugal pumps.  One 

distinctive approach can be found in [18] where the signal 

data is converted into a kurtogram which is further 

propagated to a Convolutional Autoencoder and a CNN to 

extract global and local features. These features are then 

merged and fed to an Artificial NN for classification. 

This paper deals with the fault classification of 

centrifugal pumps by making use of the residuum between 

the output and the input of Autoencoding CNN trained for 

abnormal behaviour detection. The residuum computed as in 

[2] is fed to a dimension reduction stage and to a 

classification stage, which constitute the research 

contribution of the present paper. Section II of this paper 

describes the physical equipment and the previously 

developed Autoencoding CNN. Section III presents the 

classification methods used, while the experimental results 

are described in section IV. The last section is dedicated to 

the conclusions of this study. 

II.  THE PLANT 

A. The equipment 

This paper aims at fault classification of centrifugal 

pumps only using vibration data. Our data used in the 

experiments were collected from a salt-mine plant. The 

plant has 11 pairs of such pumps, each of them being driven 

by an 18.5 kW asynchronous motor running, in permanent 

regime, at 3000 rpm. One such pair is shown in Fig. 1. 

The maintenance team of the plant needs an alarm to be 

raised when one of the pumps has an abnormal behaviour 

and informed about the fault that could cause such a 

behaviour. For this reason, on each pump, a vibration sensor 

(accelerometer) has been mounted. Each of the 

accelerometers is connected to a microcontroller (Pico-PI), 

which is further connected in a fast RS485 network to a 

gateway (RPI computer), that is collecting and remotely 

transmitting data to the cloud where we run our analysing 

tools. 

 

Fig. 1. One pair of pumps with sensors attached. 

An extended description of the plant and the requirements 

for the accelerometer specifications can be found in [2]. 

Thus, the experiments were carried away using IIS3DWB 

accelerometers, which are low cost 3-axis MEMS with 

digital output, capable of providing output data at a rate of 

26.7 KHz. 

B. The system for abnormal behavior detection 

For the above-mentioned plant and equipment 

configuration, a system for detecting abnormal behaviour 

using an Autoencoding Convolutional Neural Networks has 

been implemented in [2]. This detection method follows the 

steps: 

• a sequence of data having a 1 second length is 
recorded from the accelerometer and resampled to 
4000 samples. As presented and verified in [2], the 
band limit of 2kHz and the 1Hz spectral resolution 
proved to be enough for detecting the faults. 

• the Fast Fourier Transform of the recorded sequence 
is computed. 

• the first 2000 spectral components of the recorded 
sequence are fed into the Autoencoding CNN which 
is compressing and decompressing the data. 

• a residuum is calculated by subtracting the values of 
the output spectral components from the input 
spectral components, resulting a vector containing 
the deviation of the behaviour from normal 
functioning signature. 

• the power and the maximum amplitude of the 
residuum vector are computed and compared with 
corresponding threshold values. If any of the 
parameters is higher than its threshold an abnormal 
behaviour alarm is triggered. 

The Autoencoding CNN involved in the previously 
mentioned detection procedure is shown in Fig. 2 and it 
contains 3 convolutional layers (12 filters each, with 
decreasing sizes 128 – 64 – 16) each of them followed by a 
MaxPooling layer for dimensional reduction in the encoding 
stage, and 3 convolutional layers (with increasing sizes 16 – 
64 – 128) on the decoding stage. Between the encoding and 
the decoding stages there is a 50 neurons dense layer, 
representing the encoded representation of the data. The 
network has been trained with data classified by a human 
expert as data from normal functioning. 



 

 

Fig. 2. Structure of the Autoencoding CNN. 

The data at the input of the Autoencoding CNN can be 

data from normal or faulty functioning, but at the output of 

the network, as it has been trained with only normal data, a 

normal functioning signature of the pump is expected. 

Therefore, the residuum which is calculated by subtracting 

the values of the output spectral components from the input 

spectral components, should result in a vector containing a 

signature of the fault. 

III. THE CLASSIFICATION METHOD 

The goal of this research is to implement a fault 
classification method for the monitored equipment that uses 
the residuum from the previously developed abnormal 
behaviour detection method. For this reason, data have been 
collected from the equipment in 3 fault situations (classified 
as such by a human expert): 

1. clogged filter – 262 data sequences. 

2. broken fan blade – 8094 data sequences.  

3. detached rotor section (the shaft of the blade of one of 
the pump stages got mechanically separated from the 
rotor) – 8147 data sequences. 

 

Fig. 3. Schematic representation of the detection and classification 

procedures. 

These 3 sets of data, alongside a set of data from normal 
functioning, have been fed into the Autoencoding CNN, and 
the residuum vectors have been computed to be further used 
for training and validating the classifier. The flow of the 
detection and classification procedures, using Autoencoding 
CNN, is presented in Fig. 3. 

A distinct problem is the choice of the method to be used 

for implementing the classifier. The literature presents 

multiple types of classifying algorithms, ranging from simple 

ones to complex ones that are based on machine learning 

techniques [19], [20]. For this case, the number of available 

fault examples is not enough for a statistical aproach, so the 

classification method is a deterministic one. When lacking a 

priori knowledge about the distribution of the data in the 

features’ space, a non-parametric method, such as the K-

nearest neighbors, is a good start. However, for this 

preliminary work, a better choice is to have an insight about 

this distribution, in a reduced dimension space. The purpose 

is to detect if classes are separable, if there are particular 

shapes of the class-specific areas and what is the position of 

the incipient faults within these areas. These properties lead 

to a simple parametric classifier, that has the advantage of 

reducing the effect of the measuring noise at the border 

regions. The parametric classifier has also the advantage of 

very fast computation, during the exploitation stage, when 

compared to the non-parametric one, because the largest part 

of the computation is done before this stage (off-line). 

However, in this application, the computation speed is not 

important, because the degradation of equipment is a slow 

process. For these reasons, before being fed to the classifier, 

the residuum vector goes through a dimensional reduction 

transformation using Principal Component Analysis (PCA). 

The distribution of the data is studied in this reduced space. 

PCA [21] is a method for achieving dimensional 

reduction of data by generating a new set of data (principal 

components), each of them being a linear combination of the 

original data and orthogonally to each other. Considering 𝑚 

samples of dimension 𝑛 , the principal components of the 

samples can be described by: 

𝑋̃ = 𝑋 ∙ 𝑐𝑜𝑒𝑓𝑓 (1) 

where 𝑋 ∈ ℝ𝑚×𝑛 is the original data, 𝑋̃ ∈ ℝ𝑚×𝑝  is the new 

data and 𝑐𝑜𝑒𝑓𝑓 ∈ ℝ𝑛×𝑝  are the coefficients describing the 

linear combination involved in computing the first 𝑝 

principal components.  

The 𝑐𝑜𝑒𝑓𝑓  matrix has been computed from a training 

dataset using the singular value decomposition (SVD) 

method. The training dataset is composed of the 

autoencoder residuum vectors of 100 data sequences for 

each of the three faults and 500 data sequences from normal 

functioning. Thus, the training dataset contains 800 

residuum samples of dimension 2000 resulting in a 𝑐𝑜𝑒𝑓𝑓 

matrix of size ℝ2000×799.  



 

Fig. 4. Cumulative percentage of the variance explained by each 

component. 

Using the computed 𝑐𝑜𝑒𝑓𝑓  matrix on the training 

dataset, the cumulative percentage of the variance explained 

by each component has been obtained (Fig. 4). As noticed in 

the cumulative sum of the percentual variance explained by 

each component, the first 15 principal components account 

for 50% of information, the first 135 principal components 

account for 80% of information while the first 256 

components account for 90% of information.  

Fig. 5 shows the first 3 principal components of the 

samples in the training set scattered in 3D. As noticed, there 

are particular patterns of the class-specific areas, easy to 

discriminate.  The fault subsets follow distinct straight lines, 

while the samples from normal functioning are grouped 

around the coordinate system origin. Thus, the first 3 

principal components carry enough information for fault 

identification. 

 

Fig. 5. The first 3 principal components of the samples in the training set 

To prove this, the dimensional reduction of all available 

fault samples and 28051 samples of normal functioning 

have been computed using the given 𝑐𝑜𝑒𝑓𝑓 matrix. The first 

3 principal components of the samples keep the mentioned 

class-specific distribution (Fig. 6). Consequently, the 

classification method is based on distance functions, but the 

shape of the class-specific areas forces two different forms 

of these functions: distance to the center of the class – for 

the normal functioning, and distance to the central line – for 

the fault functioning classes. The different shapes also force 

a mixt classification algorithm, i.e. a rule based one 

(decision tree): discrimination of the “normal” class first, 

followed by the discrimination of the fault classes, if still 

necessary. In all cases, the computed distance is euclidian, 

as no specific property was detected for a particular 

principal component and the extreme values of these 

components are comparable. 

 

Fig. 6. The first 3 principal components of the samples in the validation 

set. 

Aiming at this, for each fault, a linear regression to find 

the line that best fits the 3D samples has been computed. 

The vector that describes the best fitting line for the fault 𝑖 is 

computed as: 

𝜃𝑖 = [

𝜃𝑖,1

𝜃𝑖,2

𝜃𝑖,3

] = (𝑌𝑖
𝑇 ∙ 𝑌𝑖)

−1 ∙ 𝑌𝑖
𝑇 ∙ 𝑧𝑖  (2) 

where 𝑌𝑖 ∈ ℝ100×3 is described by: 

𝑌𝑖 =

[
 
 
 
 
1 𝑋̃𝑖,1,1 𝑋̃𝑖,1,2

1 𝑋̃𝑖,2,1 𝑋̃𝑖,2,2

⋮ ⋮ ⋮
1 𝑋̃𝑖,100,1 𝑋̃𝑖,100,2]

 
 
 
 

 (3) 

and 𝑧𝑖 ∈ ℝ100 by: 

𝑧𝑖 =

[
 
 
 
 

𝑋̃𝑖,1,3

𝑋̃𝑖,2,3

⋮
𝑋̃𝑖,100,3]

 
 
 
 

 (4) 

In equations (3) and (4) 𝑋̃𝑖,𝑛,𝑘  denotes the 𝑘  principal 

component of the 𝑛𝑡ℎ example of fault 𝑖. 

Having the line that describes the direction of each fault, 

for a given residuum vector, 𝐴 ∈ ℝ2000 , the classification 

procedure follows the steps: 

Off-line computation, during the training stage: 

• The dimension of the space is reduced, according to 

(1) and the first 3 components are kept; 

• The center of the “normal” class is computed as the 

average of the samples of this subset; 



• The parameters of the central lines of the fault classes 

are computed according to (2), (3), (4); 

• Two thresholds, denoted by 𝑇𝐻0  and 𝑇𝐻123  are 

computed. The role of 𝑇𝐻0  is to allow the 

discrimination between the “normal” class and the 

remaining ones. If the distance between the reduced 

3D vector and the center of this class is less than 

𝑇𝐻0, the vector is classified as “normal”. Else, the 

distances to the central lines of the remaining classes 

are computed, in order to complete the discrimination 

between them. If all distances are larger than 𝑇𝐻123, 

the vector will be classified as “other”. The choice of 

𝑇𝐻0 and 𝑇𝐻123 will be described at the end of this 

section. 

 On-line computation, during the exploitation stage of 

the classification algorithm: 

Step 1: the residuum vector goes through a dimensional 

reduction process (PCA) by multiplying it with the 

previously computed 𝑐𝑜𝑒𝑓𝑓 matrix: 

𝐴̃ = 𝐴 ∙ 𝑐𝑜𝑒𝑓𝑓 (5) 

The first 3 principal components are kept in a vector: 

𝐴̃𝑅 = [

𝐴̃1

𝐴̃2

𝐴̃3

] ∈ ℝ3 (6) 

Step 2: the distance between the vector 𝐴̃𝑅  and the 

center of the “normal” class is computed. IF the distance is 

lower than 𝑇𝐻0 THEN classify as normal and DONE; 

Step 3: ELSE compute the distance of the vector 𝐴̃𝑅 to 

each of the 3 central lines according to (7). A distance is 

neglected in the following steps, if it falls on the half-line, 

opposite to the area occupied by the corresponding subset; 

𝐷 = |[

𝐴̃3

𝐴̃3

𝐴̃3

] − [

𝜃1,1 𝜃1,1 𝜃1,3

𝜃2,1 𝜃2,2 𝜃2,3

𝜃3,1 𝜃3,2 𝜃3,3

] ∙ [

1
𝐴̃1

𝐴̃2

]| (7) 

Step 4: Get the fault candidate number, 𝑓 , by 

determining the index of the minimum distance: 

𝑓 = min
𝑖

𝐷𝑖  (8) 

Step 5: IF 𝐷𝑓 < 𝑇𝐻123  THEN classify as fault 𝑓 

ELSE classify as other. 

 

 The values of the thresholds are chosen according to the 

risks assumed by equipment user (the client). A low value of 

𝑇𝐻0 determines frequent false alarms, while a large value 

raises the risk of missing a true fault situation. In the 

presented application, the maintenance team prefers to avoid 

too many false alarms, because some of them are the signs 

of incipient faults, during a slow pocesss. Accordingly, 𝑇𝐻0 

is chosen so as to determine less false alarms than the sum 

of the missed faults, when examining the training set. 

Regarding the value of 𝑇𝐻123, we have a hint about the 

lower limit only, because it has to guarantee a right 

discrimination beyond the limits of the “normal” class. Its 

value has to be chosen larger than 𝑇𝐻0. The upper limit of 

𝑇𝐻123 would affect the classification of vectors belonging 

to “other” class, occupying different class-specific areas, 

possibly with different shapes. Because there are no such 

examples yet, 𝑇𝐻123 is simply chosen as above, larger than 

𝑇𝐻0. 

IV. EXPERIMENTAL RESULTS 

The classification algorithm described in the previous 
section has been implemented in Python using the 𝑐𝑜𝑒𝑓𝑓 
matrix computed for the beforementioned training dataset 
(autoencoder residuum vectors of 100 data sequences for 
each of the three faults and 500 data sequences from normal 
functioning). After implementing the algorithm, it has been 
fed with all the examples available for each fault (262 
examples with clogged filter, 8094 examples with broken fan 
blade and 8147 examples with detached rotor section) and 
with 28051 examples from normal functioning to validate the 
accuracy of it. The two thresholds were chosen as 𝑇𝐻0 =
0.01 and 𝑇𝐻123 = 0.05. 

The next table presents the results of the algorithm 
validation: 

TABLE I.  CONFUSION MATRIX 

Identified as 

Examples labelled as 

normal 
clogged 

filter 
broken fan 

blade 

detached 
rotor section 

normal 99.70 % 19.08 % 3.10 % 0.06 % 

clogged filter 0.15 % 79.39 % 0 % 0.04 % 

broken fan 
blade 

< 0.01 % 0 % 89.60 % 0 % 

detached 
rotor section 

0.14 % 1.53 % 7.30 % 99.90 % 

other 0 % 0 % 0 % 0 % 

 

Further test has been performed by changing the number 

of the principal components used in the classification. The 

average percentage of correct class identification when using 

the first 𝑝 principal components can be seen in Fig. 7. As 

noticed, increasing the number of principal components does 

not increase the performance of the classification algorithm. 

The random effect on this plot is produced by the small 

number of samples in the training set.   

 

Fig. 7. Results when using the first 𝑝 principal components 



On the other hand, the possibility of further reducing the 

space dimension was also investigated. Fig. 8 presents the 

projection of the samples on the plane of the first 2 principal 

components. It proves that, for the data available up to date, 

2 components are enough for a good classification. For this 

case, the influence of the value of 𝑇𝐻0 on the classification 

performance was investigated. Fig. 9 presents the percentage 

of correct classification, for values of 𝑇𝐻0  between 0.005 

and 0.02. According to the preference of the equipment user, 

this value was chosen 0.01, while 𝑇𝐻123 was kept to the 

value of 0.05, which is larger than 𝑇𝐻0. For this threshold 

values, the overall resulted correct classification ability is 

96.87%. The result is even better than in the case of 

dimension 3, because of the right choice of 𝑇𝐻0 value. No 

classification to “other” was recorded, but this is due to the 

absence of corresponding examples in the data set and to the 

large value of 𝑇𝐻123. 

 

Fig. 8. The first 2 principal components of the samples in the training set. 

 

Fig. 9. Correct classification ability, function of TH0 

Of course, the results could be further improved by 

setting the equipment status based on the statistical mode of 

the algorithm results over a certain time interval (e.g., one 

hour). Besides this, proven that the Autoencoding CNN 

residuum carries enough information for classifying the fault, 

a more complex classifier from the Machine Learning family 

could provide better performances. 

For the clogged filter fault, a series of 788 examples 

collected a few days before the fault started to manifest are 

available. Feeding the residuum of these examples in the 

classification algorithm resulted in 397 examples (50 %) 

labelled as normal and 391 examples (50 %) labelled as 

clogged filter, proving this way that, with a proper statistical 

analysis, faults could be detected before they start physically 

manifest. 

The classification method was further tested by 

continuous monitoring of the equipment. To avoid false 

alarms, the machine status is set based on the statistical mode 

of the classification algorithm results over 10 minutes. In 

Fig. 10 a pump status changing from 19th January 2023 can 

be seen. 

 

Fig. 10. Status of a pump during online monitoring. 

As noticed, in the morning the machine status gets 

classified as 1 (clogged filter). Right after this the machine 

gets classified as 0 (normal) for some short time. The 

classification returns to clogged filter for a few hours before 

getting back to normal status. The maintenance team of the 

plant have been informed about this status change and they 

confirmed that, indeed, the filter of that pump got clogged 

with salt and has been cleaned during afternoon. After filter 

cleaning, the machine status returns to normal. 

V. CONCLUSIONS 

A rule-based fault classification algorithm that makes use 
of the residuum of a previously developed Autoencoding 
CNN has been implemented. No spectral analysis is used for 
classification in this approach. Before being fed in the 
classifier, the residuum vector goes through a dimensional 
reduction process using PCA. The use of the PCA analysis of 
the residuum allows a very simple form of the distance 
functions. More classes or more complicated class domains 
may require more complex distance functions, but this is not 
the case of the presented application. The transformation 
matrix of PCA has been computed based on a training set 
containing 100 examples from each fault and 500 examples 
from normal functioning of the equipment. The high 
dimensional space of the residuum vectors (2000) requires 
many observations, which were not available in the 
beginning of this work. As a result, the number of 
independent PCA components was limited to 799 (see 
computing the 𝑐𝑜𝑒𝑓𝑓 matrix, section III). However, the first 
2 or 3 PCA components were used for classification, only. 
The validation step and the following tests proved that the 
classification ability was satisfactory, even when using the 
small number of examples. 

The method has been tested on an extended dataset 
containing examples from each of the faults, alongside 



examples from normal functioning, obtaining an average of 
over 90% correct detection proving the reliability of using 
the autoencoder residuum as a data source for fault 
classification. Besides this, the classification method has 
proven its reliability in an industrial environment correctly 
classifying a detected fault. The detected fault has been 
confirmed by the plant’s maintenance team. 

Other autoencoders may be used, but this work exploited 
the previously developed CNN based encoder, only. The 
same structure of the classifier may be used when solving 
other problems, but the compression ratio of the CNN and 
the distance functions should be adapted to that particular 
problem, including the shape of the class domains. 

The obtained results using this simple classifier 
confirmed that the residuum of the fault detection 
Autoencoding CNN provides enough information for 
explicitly identifying the type of fault with good accuracy. 
This way, there is no need to implement a separate system 
for fault classification as this can be done as an update to the 
already existing abnormal behaviour detection system. In 
subsequent research, the authors want to improve the 
classification accuracy by implementing a more complex 
classification algorithm based on machine learning 
techniques that extracts information from the same residuum. 
The effect of an extensive set of examples and the sensitivity 
to the variations of the normal functioning will be studied, as 
well. 
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